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1. Introduction

1.1 Purpose

This Product Plan documents the procedures of the Hubble Space Telescope Operations and Ground Systems (HST O&GS, Code 441) Project Payload Flight Software (FSW) Product team.  It covers the processes for developing, testing, validating and maintaining all FSW elements and interfaces, and for managing, controlling, and assuring the quality of these elements in accordance with the GSFC Quality Management System.  The HST O&GS Project has provided the HST VISION 2000 Reengineering Procedures & Guidelines document which addresses the procedures and processes at the project level.

1.2 Background

The HST O&GS Project has contracted with Goddard Space Flight Center's Flight Software Branch (Code 582) via statements of work to provide flight software for the HST's payload on-board computers.  Currently, these consist of the NASA Standard Spacecraft Processor Model 1 (NSSC-1), and the 386 processors embedded in the Near Infrared Camera and Multi-Object Spectrometer (NICMOS) and Space Telescope Imaging Spectrograph (STIS) instruments.

1.3 Product Plan Review and Update

This Product Plan will be reviewed and approved by the Flight Software Branch Head and the HST O&GS Project Flight Software/Support Systems Manager.  It will be updated as necessary due to changing requirements.  Since the HST was designed to be serviced at regular intervals, the science instrument complement and the FSW required to support the instruments changes.  Thus, at a minimum, the plan must be reviewed and updated as the payload changes for Servicing Missions.  Otherwise, it will be updated as requested by the Branch, ISC, or HST O&GS management.

2. Customer Agreement

2.1 Customer Identification

The HST O&GS Project is the immediate customer for the Payload FSW Product Team. The overall purpose of the payload FSW is to enable scientific discovery through the safe and efficient operation of the HST payload; thus, the ultimate customers for the payload FSW products are the international space science community.  The Space Telescope Science Instrument (STScI) is the astronomical research center responsible for operating the Hubble Space Telescope as an international observatory.  The Association of Universities for Research in Astronomy (AURA) operates the STScI under contract to NASA.

2.2 Customer Goals and Objectives

The HST studies a wide range of astronomical phenomena.  Located outside the distorting effects of Earth's atmosphere, the observatory allows astronomers to view the universe in greater detail than ever before.  The Hubble Space Telescope's expected lifetime at launch (1990) was at least 15 years; however, the mission has recently been extended to 2010. During this time, scientific observations using the telescope's unique capabilities are expected to significantly increase our understanding of the origin, evolution, structure, and dynamics of the universe.  

In order to meet the goals of an extended mission and cost effective operations, HST O&GS has undertaken a major project reengineering effort known as Vision 2000 (V2K). This new concept of operations and architecture was developed to meet the challenges of changing requirements, constrained budgets, and extended mission life.  The Payload FSW team is one of five Product Development Teams (PDT) which are functionally oriented, cross-organizational teams of developers, testers, and operators (users).

2.3 Requirements

The Payload FSW requirements are developed by the HST project including both the O&GS and the Flight Systems and Servicing (FS&S) Project.  The system requirements for the NSSC-1 FSW are controlled by the HST Project Level II CCB.  The requirements for the NSSC-1 interface and science instrument embedded software are developed by the science instrument development team, which reports to the FS&S project.  These requirements are part of the instrument CDRLs.  (See § 3.10 for a list of team and HST Project controlled documents.)

2.4 Deliverables

The most important payload FSW deliverables are the new releases of the FSW to support changed project-level requirements.  Infrequently, patches are also delivered to address errors.  Associated with both these deliverables are updated documents and review presentations.

2.5 Necessary customer training

The Payload FSW PDT works closely with the STScI to coordinate FSW changes with those required to the ground systems to control the telescope.  They also assure that HST operations system engineers (particularly the Science Instrument system engineers, SISEs) are cognizant of changes to the FSW that affect operations.  The Payload FSW PDT and the SI SEs cooperate to provide Flight Readiness Reviews (FRRs) prior to the installation of new FSW.

2.6 Medium for product delivery

As part of the Vision 2000 HST reengineering, a secure electronic interface for FSW deliveries has been developed.  This interface is discussed in more detail in § 4, Technical Approach, in particular, in the Process for tranportation identification, and medium of product section.

2.7 Product Destination

The HST control center is the destination for new FSW deliveries, as the SI SEs and the control center are responsible for the process of installation on the spacecraft.  New Symbol of Interest Files (SOIF) corresponding to the new software are provided via the SI SEs to the HST Database Office.  Documentation updates are provided to the HST document library.

2.8 Post Delivery Maintenance

Maintenance changes to the HST FSW are driven by anomalous behavior of the spacecraft or FSW or by new requirements from the STScI or servicing mission support.

The payload FSW PDT is responsible for supporting anomaly investigations as requested by the SI SEs or other HST Project elements.  Anomaly investigation support is requested in person, by telephone, or by page.

The STScI is typically the source of new requirements relating to FSW correctness and operational efficiency.  The HST Payload team web page provides templates for requesting changes to payload software by Software Change Requests (SCRs), and automatically generates email when a SCR is completed.  A list server is implemented that allows interested parties to subscribe or unsubscribe to the mailing lists for each area.

In cooperation with the O&GS project and the STScI, maintenance changes are scheduled, implemented, and installed.  This process is addressed in detail in Section 4, Technical Approach.

2.9 Customer supplied elements, technical and resources

The O&GS project and the STScI provide FSW technical and schedule requirements based on programmatic requirements to the Payload PDT.  The Payload PDT lead reports to the HST O&GS Flight Software/Support Systems Manager and administratively to the Flight Software Branch Head.  The technical milestones, typically driven by HST Servicing Mission requirements, are controlled by the HST O&GS Project in coordination with HST Project.

The Flight Software/Support Systems Manager establishes resource requirements for FSW with the HST O&GS Project Manager.  The FSW resource requirements appear as line items in the HST Project Operating Plan submission.  The Payload PDT lead provides performance evaluation inputs for the CHAMP Performance Evaluation Board.  Cost impacts for new requirements or function reallocation within the PDT are negotiated and managed by the Flight Software/Support Systems Manager.

2.10 Customer involvement

The HST O&GS is represented by the Flight Software/Support Systems Manager at all technical and management reviews of the Payload FSW.  Similarly, the STScI is represented by the Command Maintenance and Development Team Lead.  Reviews are supported by HST CHAMP System Management and SI Systems Engineering personnel.

2.11 Customer communications

The PDT lead provides monthly schedule updates to the HST Project Schedule Office and the Flight Software/Support Systems Manager.  Payload FSW status is reported at Quarterly reviews which include both O&GS and HST Project Managers.  The PDT lead and the FSW manager are colocated and communicate informally on a daily basis as needed.

2.12 Authority for changes

HST Project has in place hierarchical configuration control, and the HST Configuration Management Office oversees this.  The lowest level, IV, corresponds to the PDT organization; next, Level IIIA implies O&GS Project control; and Level II requires HST Project control.

Level IV controls consist of a change request tracking system and a Level IV Configuration Control Board.  The change tracking system is web-based and allows authorized users (PDT members and FSW stakeholders) to submit change requests.  Any interested party can review change requests.  To access this page, go to URL:  

http://hstplsrv.gsfc.nasa.gov/  

and select the appropriate instrument or NSSC-1 entry under Instrument pages.

The Level IV CCBs for each area (NSSC-1, STIS, NICMOS) are chaired by the O&GS FSW Manager, and include members from the STScI, HST operations, and if necessary other scientific experts or management support.  The Level IV CCBs approve, disapprove, or defer work documented in the change requests, and group them into logical releases.  Part of the Level IV process is evaluation by the FSW team as to the feasibility of the change and the amount of risk introduced by making the change.  The team also provides schedule commitments to the customer, based on external schedule drivers and the amount of work necessary to implement the change.

Levels IIIA and II also have CCBs and Configuration Change Requests on line at 

http://hst-cops.hst.nasa.gov:443/ncm.htm 

While Level IV determines the detailed contents of new versions of FSW, Level IIIA authorizes the release of the FSW to the HST community.  Level II authorizes changes in requirements.

2.13 Acceptance criteria

The HST O&GS Project requires that a formal software engineering development methodology be adhered to.  This is described in § 4 below.  When the release Acceptance Tests are completed successfully and in accordance with the Technical Approach herein documented, the acceptance criteria are deemed to have been met.

2.14 Customer Agreement review and update process

The Customer Agreement shall be in force when approved by the HST O&GS Flight Software/Support Systems Manager and the Flight Software Branch Head.  Changes to the Customer Agreement can be initiated by the Payload PDT, Flight Software Branch, or HST O&GS Project, and must be approved by the HST O&GS Flight Software/Support Systems Manager and the Flight Software Branch Head.

3. Management Approach

The Payload FSW Product Development Team is a badgeless team drawing from Code 582 civil servants and HST CHAMP contractors.  Lockheed-Martin, Raytheon STX, Computer Sciences Corp., and Computer Engineering Systems personnel are included.  In addition, they work closely with SOMO CSOC contractors for computer facility operations support, HST FS&S contractors building science instruments and simulators, the STScI, and HST O&GS flight operations staff and V2K developers from other PDTs.

3.1 General development approach

The PDT lead and deputy receive requirements from HST O&GS Project.  For each functional area within the PDT, a sublead has been designated.  The subleads work directly with their technical counterparts in other HST areas, reporting back technical, schedule, and management concerns to the lead and deputy as necessary.  Each PDT member posts a weekly summary on the team web page at 

http://hstplsrv.gsfc.nasa.gov/payload1/weekly.html
This allows the PDT lead and deputy, as well as other interested parties, to monitor the status of on-going work.  Subteam meetings are held on a regular schedule, typically weekly or bi-weekly.

3.2 Resources needed

The Code 582 Branch Head, the HST O&GS GS Flight Software/Support Systems Manager, the PDT lead and deputy, and the PDT subleads provide analysis of the resources necessary to implement given requirements.  They are supported by CHAMP contract management personnel.  Staffing is the major budget driver, and this is coordinated through the O&GS FSW manager in each Project Operating Plan cycle.

Since the development and maintenance efforts undertaken by the PDT frequently are targeted at specific flight hardware, and since the FSW has hard realtime requirements, a dedicated test facility is required.  The Extended Software Test and Integration Facility (ESTIF) is located in GSFC Building 14, Rooms W20, W22, E15B, and E15D.

3.3 Team Organization

3.3.1 Organization Chart

The Payload PDT consists of a Lead, Deputy, Lead Engineer, five subteam leads, and personnel assigned full or parttime to the subteams.  The organization chart below documents this.

















3.3.2 Team Charter

The Payload PDT charter is to provide quality products to enable the HST science mission.  This is done by striving for zero defect deliveries, monitoring internal processes to continuously improve them, and working in a nonterritorial atmosphere with other HST elements.

3.3.3 Team Scope

The Payload PDT is responsible for the HST NSSC-1 flight software, the STIS Control Section (CS) and MAMA Interface Electronics (MIE) FSW, and the NICMOS CS FSW.  The team also supports the development of new instrument FSW at the instrument development contractor, Ball Aerospace, Boulder, CO.  It is responsible for the maintenance of simulator software needed to allow the FSW to operate as designed as an element of an embedded system, including a major upgrade to interface to the CCS.  It provides models of the NSSC-1 FSW to the FS&S Scientific Instrument Test System (SITS) developer, Lockheed Martin Mission Systems.

3.3.4 Roles, responsibilities, authority, accountability of Product Team members

The PDT lead and deputy are responsible for managing the development and assuring the accomplishment of the payload FSW capabilities within the allocated resources.  They report status to the HST FSW/Support Systems Manager.  They support other HST technical working groups or committees, establish metrics and report progress against them, and assure process conformance with this Product Plan and The HST VISION 2000 Reengineering Procedures & Guidelines.  The PDT Lead concentrates on management issues, including support of the O&GS Flight Software/Support Systems manager in budget, schedule, and staffing plans.  He/she provides inputs to the CHAMP contract forecast planning and performance evaluations.  The Deputy is the lead for technical issues, responsible for requirements and interface definition, and works closely with CHAMP System Management, the STScI, and new instrument development teams.  He/she oversees the technical quality of all processes and deliverables, and works closely with the subteam leads to assure that quality standards are met.

The team lead and deputy assign work to the subteam leads.  Typically, this is at a relatively high level, and the subteam lead is responsible for drafting a detailed work plan to accomplish the task.  The team lead and deputy review the detailed work plans and approve them or request that changes be made.  Assignments are documented in several ways:  Level IV CCB minutes, approved work plans, and through email.  (For example, HST operations may request support from the payload team for a given task, and this would be documented via email from the lead or deputy to the subteam lead.)

The lead engineer and subteam leads are responsible for assuring that the implementation conforms to the procedures described within this document and that their products meet the support interface requirements of other HST elements.  The subteam leads provide work assignments to the members of their teams, monitor the quality and timeliness of assignment completion, and provide training as necessary to their team members.

3.3.5 Decision making and conflict resolution process

Decisions are normally made by consensus, with the lead and deputy soliciting inputs from subteam leads and team members.  In the event of differences of opinion, the lead or deputy may overrule the subteam leads or team members--this has historically been a rare occurrence.  The team lead has final decision authority.

3.3.6 External support

The Payload FSW PDT is a technical group; its personnel are matrixed from government and multiple contractor line organizations.  The line organizations provide normal administration and management support to their employees.

3.4 Team interfaces to other groups

The team has multiple interfaces with other organizations.  These are summarized below.

Organization
Interface Description

HST O&GS Project
Receive system and programmatic requirements, resources, schedule tracking, configuration management.  Support servicing mission ground tests and other end-to-end tests.  Receive certain infrastructure support (e.g., HSTnet)

STScI
Receive science requirements, technical review, schedule coordination, receive test data, receive instrument operations consultation

Other science organizations (e.g., PIs)
Similar to STScI, but less frequent

CHAMP Sys Mgmt
Receive technical requirements, system requirements tradeoffs

CHAMP SI SEs
Provide new FSW loads and symbol files, support anomaly investigations, support operational procedure development and test.  Receive memory dumps, instrument operations consultation

HST V2K PDTs
Use products developed for control center, planning and scheduling, science data processing.  Provide focus team support for new product testing.  Since the spacecraft payload interfaces to the SSM computer, jointly support interface and end-to-end testing

HST Database Office
Provide FSW Symbol of Interest Files.  Receive updated databases

HST FS&S Project
Provide FSW deliveries and consultation, support anomaly investigations, support servicing mission I&T efforts, support instrument FSW development.  Use FS&S facilities as backup testbed

New instrument development teams
Support FSW development and integration with instrument.  Jointly manage FSW transition from development to maintenance.  Receive engineering expert consultation if necessary

Science Instrument Test System (SITS) developers
Provide models of NSSC-1 code for delivery to instrument developers.  Receive SITS and SITS database deliveries for FSW lab

SOMO CSOC contractor
Receive computer facility operations support including backups, work order tracking, facility preparations, interface to GSFC FMD, operating system administration, AIS security, network administration and security, hardware maintenance, facility support contract management (e.g., vendor maintenance subcontracts), logistics management (including provision of spares and expendables), Level IV CCB support

3.5 Development facilities

The team uses a development facility located in GSFC Building 14, Rooms W20, W22, E15B, and E15D, known as the Extended Software Test and Integration Facility (ESTIF).  It contains three instances of scaled-down versions of the HST control center used to control simulated spacecraft.  The spacecraft simulations include ground versions or engineering models of the on-board computers with additional simulators sufficient to allow the embedded code to operate as specified.

The ground systems are nominally used to support

· NSSC-1 FSW development

· STIS and NICMOS FSW development

· SITS NSSC-1 FSW model development and new hardware testing

With a moderate amount of reconfiguration, different ground systems can support functions other than their nominal ones.

The flight simulations systems include two SSM Simulator racks (one currently on loan to Building 29), two Monitor and Science Instrument Simulator (MASIS) racks, one NSSC-1 Ground Equivalent Model, a STIS simulator bench, a NICMOS simulator bench, and two SITS flight simulation units.

3.5.1 Modifications to existing facilities and schedules

The facility is currently being upgraded from the old HST control center software PRS, to the V2K software, CCS.  Two of the three CCS hardware strings have been installed in ESTIF.  The third string is on loan to the FS&S Project, and will probably not arrive in ESTIF until mid-2000.  The CCS software release installation schedule is managed by the CCS PDT.  In general, ESTIF receives new CCS software deliveries slightly later than the operational CCS strings.  The detailed V2K schedules, including those for CCS deployments, are found in the HST Project controlled schedule database.

An ACS simulator bench will be delivered from Ball Aerospace as part of the ACS transition to operations.   The nominal schedule for this delivery is 12/5/99; however, due to the changes in schedules for the Third HST Servicing Mission, the date is somewhat subject to change.  (SM-3 had been scheduled for 12/99; however, due to gyro failures, a call-up servicing mission has been scheduled.  The call-up mission is designated SM-3A, and will include part of the original SM-3 components.  The remainder, including ACS and the ASCS/NCS, will be installed in SM-3B, scheduled for 12/00.)

3.5.2 Development of new facilities and schedules

No new facilities are planned until after the Fourth HST Servicing Mission, which is scheduled for 7/2003.

3.5.3 Physical security

The ESTIF is in a keycard protected area, and all access requests must be approved by the PDT lead.

3.6 Procurement

No procurements are currently planned.  If procurements are needed, we will use the Center-wide process for all procurements, in particular, Center SPS (>$2,500), or government credit card process (<$2,500).

3.7 Team training plan

The team does not have a formal training plan.  The FSW maintained by Payload PDT was developed by HST contractors.  For the NSSC-1, the former IBM Federal Systems Division (now Lockheed Martin Mission Systems) was the developer.  For STIS and NICMOS, Ball Aerospace developed the FSW.  In both cases, training was provided by the developers during the transition.

For the simulators developed and maintained by the PDT, training has been provided by experienced team members to newly hired personnel.  Again, no formal training plan exists.

For ACS FSW, a FSW maintenance transition plan has been developed by the Payload New Instrument FSW sublead.  He and other ACS FSW developers will provide training materials and lectures between 3/99 and SM-3 launch.

3.8 Risk mitigation

A formal Risk Management Plan does not exist at this time.  A schedule for its development and approval will be worked with the HST O&GS FSW/Support Systems Manager (date for this is TBD).  The areas that will be addressed are summarized below.

a) Potential environmental threats will be identified, along with their probability of occurrence and impact on the Payload PDT's deliverables.

b) Risk avoidance and/or mitigation strategies will be established.

c) Unforeseen risk factors will be mitigated by explicitly defining and employing risk abatement procedures.

The HST VISION 2000 Reengineering Procedures & Guidelines notes that Payload FSW, because of its evolutionary development approach being employed, is subject to less risk than new development efforts.  Consequently, it recommends that current strategies for project management and control be continued.

3.9 Schedules

The overall Payload PDT schedule is part of the HST Project Schedule Database.  Each subteam lead is responsible for the detailed schedules in his/her area.  The PDT lead and subteam leads coordinate schedule tracking.  Subteam schedule changes that affect the project level schedule milestones must be presented to the HST Schedule Change Board for approval and impact analysis.

3.10 List of controlled documentation and quality records

The table below lists controlled documents of two types.  Documents that are the responsibility of the Payload FSW PDT are listed along with those generated and controlled by groups outside the PDT but which define project level processes or interfaces. * Indicates an external document of this type.

Document No.
Title
Control

*441-PG-8700
HST V2K Reengineering Procedures & Guidelines
Level IIIA

*P-441-006
HST V2K Configuration Management Plan and Procedures
Level IIIA





DM-03B (IBM 7936231)
SI C&DH Flight Software Requirements Document (SRD)
Level II

DM03-C (IBM 7936250)
SI C&DH Flight Software Design Document (SDD)
Level IV

DM03-D
SI C&DH Flight Software User/Operator Manual, Revision G
Level II

*ST-ICD-04
SSM to SI C&DH Interface Control Document 
Level II

*ST-ICD-08
SI to SI C&DH Interface Control Document
Level II





IN0037-108
Flight Software Management Plan for the STIS
Level IIIB

IN0037-609
Flight Software Requirements Document for the STIS
Level II

IN0037-610
CS Flight Software Requirements Document for the STIS
Level IV

IN0037-611
MIE Flight Software Requirements Document for the STIS
Level IV

IN0037-612
STIS NSSC1 Flight Software Requirements Document
Level IV

IN0037-629

(DM-05)
Command Blocks, Macros, PSTOLS, and Flow Charts for the STIS 
Level IIIA

DM03
STIS Flight Software User's Guide


IN0037-630

(DM-06)
SI Science Data Format for the STIS
Level IIIA

IN0037-019

(OP-01)
SI Operations Requirements Plan for the STIS
Level IIIA





SER OPS-002    (OP-02)
NICMOS SI Command Blocks and Flow Charts
Level IIIA

SER SW-062 Rev A
Flight Software Hardware/Software Interfaces
Level IIIB

SER FSW-108 Rev E
Flight Software Measured Timing
Level IV





STR-26
HST SI C&DH Monitor and Science Instrument(s) Simulator (MASIS) Requirements Specification
Level II

ST-ICD-85
HST SI C&DH MASIS to the Control Computer Interface Control Document
Level II

Not numbered
HST SI C&DH MASIS Command & Engineering Data Interface Software Requirements 
Level IV

Not numbered
HST SI C&DH MASIS Command & Engineering Data Interface Maintenance and Operations Manual
Level IV

512-4SRD/0192
HST SI C&DH MASIS Science Data Interface Hardware and Embedded Software Operations and Requirements Concept
Level IV

Not numbered
HST SI C&DH MASIS Science Data Interface Maintenance and Operations Manual
Level IV

Not numbered
HST SI C&DH MASIS Internal Subsystems Interfaces Description
Level IV

512-4SUG/0292 CSC/SD-92/6131
HST SI C&DH MASIS User's Guide
Level IV





STR-37
HST Science Instrument Control and Data Handling Software Simulator (SICADS) Functional Requirements Document
Level II

512-4SUG/0190  CSC/SD-90/6248
HST SICADS Software Design Document
Level IV





TD 510-110-7
Extended Flight [sic] Software Test Facility Interface Adapter Unit, Models SEI-1 & SEI-1A
Level IV

STR-25
HST NSSC-1 Extended Software Test and Integration Facility (ESTIF) System-Level and Functional-Level Software and Hardware Requirements Document
Level IV


Draft Revised HST NSSC-1 Extended Software Test and Integration Facility (ESTIF) System-Level and Functional-Level Software and Hardware Requirements Document at http://hstplsrv.gsfc.nasa.gov/payload1/vap/sysfuncswhw/index.html
Level IV

512-1SUG/0289 CSC/SD-89/6223
HST NSSC-1 ESTIF Operations and User's Guide
Level IV


Draft Revised ESTIF User Guide Document at http://hstplsrv.gsfc.nasa.gov/payload1/vap/user_interface/useguide/index.html
Level IV


Other VAP Rehost (CCS integration) documents can be found at http://hstplsrv.gsfc.nasa.gov/payload1/vap/vap.html


Appendix A of this document lists quality records maintained by the Payload FSW PDT. 

3.11 Process for process and product metric analysis

The Payload team continually monitors its internal processes to ensure that the steps included add value to the development effort.  The team leads and subleads solicit inputs from team members on how to improve both the final products and the processes that create them.  The process itself, addressed more fully in § 4, is a traditional software development process:  it moves from requirements through design and code to test and delivery.

The primary product produced is new flight software versions for the HST payload computers.  The products must be correct and delivered on schedule.  Correctness is measured by faults found in delivered code.  Code problems that lead to on-orbit anomalies are documented by the flight operations staff in the HST project HSTAR system.  Schedule deviations are tracked by the HST schedule office, and payload team schedule changes must be approved by the O&GS Project Schedule Control Board.

Ancillary products produced by the Payload  team are simulator and ground system products that are used in the flight software test program.  Since these products are used in HST Servicing Mission development programs as well as by the PDT, schedule performance is measured the same way.  Deviations are documented in the FS&S Project's HAR and TSAR systems.

Almost 80% of the team is drawn from the CHAMP contract.  CHAMP is a performance based contract, with evaluations against a set of milestones defined for each 6-month award fee period.  The PDT lead provides an evaluation to the technical officer for the payload efforts as input into the Performance Evaluation Board deliberations.  The other 20% of the team are civil servants, with their performance evaluations coming from their government line supervisors.

Mandatory Team Metrics.  The following table addresses mandatory team metrics as defined in the ISC Product Development Handbook, Appendix E.

Metric
When Recorded/Updated
Comments

Schedule
Monthly (by Code 441)
HST Project maintains schedule database for all areas.  Schedules are typically baselined for each servicing mission.  Schedule Change Requests must be submitted to the HST Schedule Change Board for changes

Cost
Monthly (by Code 440)
HST Project manages CHAMP contract cost.  That information is not normally available to the Payload Team Lead.  Code 582 maintains civil servant assignments.

Size
At key reviews
For FSW, functions are established at requirements review.  For all other areas of Payload PDT software, we are in maintenance phase, so types of functions are not changing.

Non Conformance
Reports entered into team online log at occurrence
Collected per release in existing system.  Not sorted into ISC categories.

System Changes
At CCB meeting
CCBs are called as needed to determine appropriateness and priorities of changes.  For FSW changes, reasons for change on the SCR form are code problem, design problem, documentation, enhancements, requirements, and other.  The ISC categories are not applicable, since this is a maintenance effort, not new development.

4. Technical Approach

This section addresses the technical approach used in the development or maintenance of software products by the HST Payload FSW team.  Since the original contractors for the NSSC-I, STIS, and NICMOS FSW all had their own procedures, and since the requirements for correctness of flight code and simulator code are not identical, this section describes the technical approach used in six different areas:  NSSC-I FSW, NICMOS FSW, STIS FSW, MASIS software, VAP (Verification and Acceptance Program) software, and SICADS software.

4.1 NSSC-I Flight Software

The original developer of the NSSC-I Flight Software was the former IBM Federal Systems Division, who worked with the former ST Project-Goddard to transition the maintenance and future development of the NSSC-I code to the former Flight Software Systems Branch.  That was accomplished by detailing an IBM employee to GSFC for several months to train branch civil servants in the development process and in the technical features of the flight code and test system.  This took place in 1986-1987

4.1.1 Software development plan

SI C&DH/VAP Software Management Plan, Flight Software (DM-03A), IBM No. 7936592, describes the methodology used by IBM and adopted by Code 512.

New software is developed for the NSSC-I to respond to the changes in the science instrument complement due to HST servicing missions, and less frequently, to respond to changed STScI requirements or problem fixes.  Typically, a new baseline of the FSW is provided to the O&GS Project for use in their ground test program leading up to the servicing missions.  This version supports both the pre- and post-SM instrument set, and is built to allow instruments to be switched in and out of the software to follow changes made to the telescope during the astronauts' EVAs.  Since the software has to have this kind of flexibility, it uses more memory than a version tailored to a single configuration.  NSSC-I memory is also used for stored commanding, so a clean-up version is usually prepared in advance of the servicing mission as well, so that it can be installed when the hardware changes have been completed.

4.1.1.1 Describe major activities that are to be performed

The major activities that are performed in developing each baseline or patch delivery are:  requirements specification, design, code and unit test, system testing, acceptance testing, installation testing, and installation and activation support.

4.1.1.1.1 Phases

In the requirements specification phase, the NSSC-I lead and Payload deputy work closely with the instrument developer and the STScI to understand the requirements that operation of the instrument imposes on the NSSC-I FSW.  The instrument development team provides a requirements document as part of their deliverables, and this document is eventually incorporated as an instrument unique appendix to the SI C&DH Flight Software Requirements Document (NSSC-I FSW requirements document).  The Payload team provides a unique appendix to the same document that addresses the general requirements for support of the servicing mission in which the instrument(s) will be installed.  Flight software requirements are addressed in the standard series of instrument reviews.  Since the FSW has been previously baselined, Software Change Requests (SCRs), formerly called Program Trouble Reports (PTRs) are written to document the changes.

In the design phase, there are two different methodologies that may be followed depending on the development plan followed by the flight hardware to be supported.  For most efforts since SM-2, a hardware and software model of the SI C&DH has been provided by HST Project to the instrument development team (IDT).  This simulator, SITS (Science Instrument Test System), includes high level language models of the NSSC-1 code to be developed.  In this case, the high level language version serves as the design for the assembly language code.  When the IDT do not use a SITS system, the NSSC-I lead and Payload deputy develop a PDL specification of the software functionality to be implemented.  In both cases, the model code and the PDL, are reviewed by a team made up of HST project management, STScI, instrument developers, operations, and FSW developers.  Design signoff is received at the end of this review.

In the implementation phase, the team uses the high level language model or the PDL design to write the NSSC-I native code. Changes to preexisting modules must reference the authorizing SCR/PTR, both in the module prolog and at the changed lines of code.  The developer also writes a unit test plan for his/her code.  The NSSC-I team conducts formal code inspections of each new or changed piece of code and of the unit test plans.  The code inspection moderator is responsible for documenting each action for change to the developer, and if the required changes are extensive, will schedule a reinspection.  After inspection, the developer executes the unit tests according to plan and verifies that the results are as predicted.  The unit tests are run against a code simulator tool.  After unit tests are complete, the developer requests that the new code files and unit test plan files be promoted to the controlled TEST account.  The Test account owner is responsible for integrating all new and changed code into a new load module (executable image) for system testing.

System testing verifies that the changes from multiple developers operate correctly in the realtime environment.  The developers are responsible for test procedures for the realtime tests for the modules that they developed.  If the module is similar to a previously developed one, this may be an easy process; however, if the functions provided are new, reviews of the test procedures are carried out by the team peers.  STScI and operations personnel are invited to these reviews to confirm that the test procedures adequately cover the usage of the FSW from their point of view.

When the team is convinced of the functional correctness of the FSW, a set of procedures is selected to validate that the FSW meets its requirements.  These test procedures are drawn from the system tests and from a regression test suite that is maintained from release to release, with modifications as necessary to reflect the changed requirements of the new baseline.  Along with the procedures, a detailed test specification is developed.  Together, the procedures and the test script define to the keystroke level, how the test is to be run.  They also provide directions to the test team for verifying that the test runs as predicted.  

The acceptance test for the new baseline must be run by a test conductor and a test operator.  The test conductor's responsibilities are to ensure that the test plan is followed and that results are exactly as predicted.  The test conductor must annotate the test script as each item is verified, and note any deviations in the test conductor's log.  All deviations must be documented on a test deviation report, and the reason for the deviation understood before the acceptance test is deemed successful.  The test operator is responsible for all interaction with the testbed--bringing up the system, assuring that the proper baseline is being tested, running the tests, and collecting the test output tapes and listings.

When the new baseline acceptance tests are successfully completed, the FSW and its associated Symbol of Interest File (SOIF) are delivered to the HST Science Instrument System Engineers.  The SI SEs merge the SOIF with other symbol files and provide it to the HST Project Database Office.  They also develop installation procedures for loading the software onto the spacecraft.  The installation procedures are tested using the VEST and the SEER.  The Payload team supports the SI SE procedure development and installation testing.  The SI SEs notify HST O&GS project when they have completed installation testing, and a Flight Readiness Review is scheduled. 

Before the FRR, the HST Level IIIA CCB must approve a CCR authorizing the release of  a new Baseline of the NSSC-1 FSW.  The CCR submission process is online at 

         http://hst-cops.hst.nasa.gov:443/ccminit1.htm
Since the HST O&GS FSW/Support Systems Manager is an HST CCB member, he/she must sponsor the CCR.

At the FRR, the NSSC-I team presents an overview of the changes that they made and the tests run to validate them.  An installation is scheduled, and the NSSC-I team supports the installation and any required on-orbit verification of the changes.

4.1.1.1.2 Products associated with phases

Phase Name
Products
Recipient/Repository
Responsibility

Requirements
NSSC-1 requirements document
HST library
SI developer


SI C&DH FSW Req Doc updates
HST library
NSSC-1 team


Software Change Requests
P/L web page
NSSC-1 team

Design
PDL
NSSC-1 CM account
NSSC-1 team


SITS models of NSSC-1 code
SICADS CM account
NSSC-1, SICADS teams

Implementation
Source Code
NSSC-1 CM account
NSSC-1 team


Unit test plans
NSSC-1 CM account
NSSC-1 team

System Test
Test load module
NSSC-1 CM account
TEST account owner


Test procedures
NSSC-1 CM account
NSSC-1 team


Test command loads
NSSC-1 CM account
NSSC-1 team

Acceptance Test
Baselined load module
NSSC-1 CM account
SHIP account owner


Symbol of Interest File
SI SEs/PDB Office
SHIP owner


Delivery tape
SI SEs
SHIP owner


Test documentation/results
ESTIF storage area
NSSC-1 lead


Version Notebook
Payload lead
NSSC-1 lead

Installation Test
None from NSSC-1 team

SI SEs

Installation and on-orbit checkout
None from NSSC-1 team

SI SEs, STScI






4.1.1.2 Development methodology

4.1.1.2.1 Methodology

The NSSC-1 subteam follows traditional software lifecycle methodology for development and maintenance efforts.  The steps in the methodology are addressed in the previous section.

4.1.1.2.2 Development environment -- target machines and programming languages

The target machine for the product is the NSSC-1, and the only language available for it is Assembler.  There is a Macro preprocessor associated with the assembler that expands certain higher level language constructs such as IF.

The development tools--Macro assembler, loader, and code simulator--are hosted on a DEC Alpha OpenVMS platform.  The developers use terminal emulation on their desktop computers to network to the Alpha.  Load modules (executable images) are transferred by tape or FTP to the test environment.

The test environment consists of a ground segment and flight segment.  The functions of the ground segment are to provide a user interface for simulated spacecraft commands and telemetry and a test results archive.  The software and hardware in the ground segment model the HST control center software and hardware.  

The functions of the flight segment are to simulate the HST SI C&DH (which contains the NSSC-1) and its required spacecraft interfaces.  The NSSC-1 and CU/SDF in the testbed are ground equivalent models of the flight hardware.  The SSM side of the spacecraft and the science instruments are simulated sufficiently to verify critical timing and provide data source and sink necessary for the NSSC-1's interaction with them.

4.1.1.2.3 Utilized Standards

The SI C&DH/VAP Software Management Plan, Flight Software defines the standards for code Prologs.  The coding standard is taught through example, by the more experienced members of the team to new recruits.

4.1.1.2.4 Utilized COTS products and tools associated with building the products

The Caine, Farber, and Gordon PDL processor is used to develop the detailed design.  Except for the operating systems and vendor layered products, there are no other COTS associated with building the products.

The macro assembler, loader, and code simulator were furnished by the HST project at the time of work transition to the Flight Software Systems Branch.  Maintenance since then has been the responsibility of the NSSC-1 team.

4.1.1.2.5 Build Strategy

New FSW baselines are generally provided only in response to major requirements changes, such as Servicing Missions.  Since the FSW for a servicing mission is developed in parallel with the instrument hardware, there may be more than one build provided for integration and test; however, for delivery to the spacecraft, there are generally only two releases:  one supports the pre- and post-SM instrument complement, and a second is provided as a cleanup release to remove code (thereby retrieving memory, a scarce resource) which is unique to changed-out instruments.

In order to avoid halting the NSSC-1 when a new baseline is installed, a small kernel (QUEEN--Quick Uplink Expandable Executable for NSSC-1) is provided.

Patch releases follow an accelerated version of the usual development process.

4.1.1.2.6 Product inspection and test approach (includes in-process and final inspection)

See software development phases above for code inspection and testing.

4.1.1.2.7 Acceptance criteria and objectives

The test procedures are developed to cover the requirements for the new modules and to regression test existing code to assure that it still operates correctly.

4.1.1.2.8 Reviews planned

See software development phases above for requirements, design, and flight readiness reviews.  See also implementation and test phases for team peer reviews.

4.1.1.2.9 Incoming inspection and test

No inspection other than kind, count, and condition of purchased products is planned.

4.1.1.3 Control of test equipment

The testbed hardware and software used in developing the Payload team products resides in keycard controlled areas at GSFC.  Its controlling organization is the FSW Branch Computer Control Group.  CCRs are written to document changes in the hardware configuration, operating system configurations, and ground system and data base versions.

COTS test equipment (such as logic analyzers) is controlled by the Branch and covered by the GSFC process for calibration of test and measurement equipment.

4.1.2 Process for transportation, identification, and medium of product

The HST Vision 2000 upgrade to the control center has defined a process for the delivery of FSW products from the development labs to the control center.  This process includes an electronic Product Notification Request, originated by the developer.  The content of the PNR identifies what product is to be transferred to the operational string.  The control center then “pulls” the product from the development facility into the control center.

4.1.3 Technology and commercialization plan

There is no technology and commercialization plan at this time.

4.1.4 Servicing -- Process for product maintenance 

Since the process defined above is for maintenance on an existing system, please see process Phases above.

In addition to on-going development effort, if payload on-orbit anomalies are detected by the flight operations team, they notify the Science Instrument System Engineers (SI SEs).  If the SEs judge that FSW support is needed, they notify the team lead, deputy, and/or sublead for the affected system. If requested, the Payload team supports the anomaly investigation team by analyzing memory dump or other data collected by the FOT.  They investigate any error messages that were received in the control center, and analyze the code that generated them.  They may recommend procedures for anomaly recovery, and they support meetings in which the analyses and options are presented to project management personnel.

4.2 NICMOS and STIS Flight Software

The NICMOS flight software was developed by Ball Aerospace, who developed the NICMOS instrument.  They provided training during the transition of the FSW maintenance to the Payload team, beginning several months prior to SM-2 when NICMOS was installed on orbit.  Due to unexpected performance of the instrument after installation, a new release was begun almost immediately.  One Ball employee who had worked on the development effort was detailed to work with the Payload NICMOS team, providing insight into the FSW functionality, CM processes, and development tool usage for about six months.

Similarly, STIS FSW was developed by Ball, who built the STIS instrument.  The transition to GSFC was somewhat less well organized, due to several key software developers resigning from the company before SM-2; however, a Ball employee was detailed to work with the Payload STIS team as well.  A detector health and safety anomaly was discovered soon after SM-2, and GSFC personnel worked in Colorado with Ball hardware and software team members to address it.  This new release was jointly developed, and training was obtained as a side effect.

4.2.1 Software development plan

New software releases are developed to respond to unexpected on-orbit operating characteristics, science improvements requested by the STScI, and to respond to software or hardware problems encountered in operating the instrument.

4.2.1.1 Describe major activities that are to be performed

4.2.1.1.1 Phases

In the requirements definition phase, Software Change Requests are written to document requested changes.  The instrument CCB--consisting of representatives from the STScI, HST O&GS Project, Code 582, CHAMP/MOSES system management and systems engineering, the Payload PDT, and optionally University of Arizona (if the CCB is for NICMOS) or the GSFC Code 680 (if the CCB is for STIS)--meets to discuss priorities, schedules, and resources.  Based on those criteria, the SCRs are categorized as to whether they will be included in the next release or deferred.

During the design phase, the development team determines an implementation approach.  This process may include consultation with science users and hardware engineers and input from operations personnel.  Prototyping may also be done to determine timing and memory requirements, and whether the Project Data Base/Project Reference Data Symbol of Interest File will change, requiring coordination of database updates with the release installation on orbit.

In implementation, the new code is created. If test drivers are necessary to unit test, these are also coded at this time.  Code walk-throughs are held for all changes, with reviewers including the development team, operations team, and science users.

Since the amount of code residing in each instrument is too large to do complete uplinks of the new version, ground tools are used to create “difference loads,” which allow only the changed code to be transmitted to the spacecraft.  The new build must be compared to the current configured ground copy of the image as well as to instrument memory dumps, and any discrepancies understood.

Several levels of testing are carried out:  unit tests, bench integration and test, and system tests and regression tests.  If determined to be needed, a method for backing out the change on the spacecraft is developed and tested. The FSW team also supports the SI SEs in the development and test of operational installation procedures.  Bench integration and tests are carried out by loading the test bench RAM with the new software.  System and regression tests require that the test bench EEPROM be updated with the changes.

When all tests are successfully completed, the FSW loads are delivered to the HST Science Instrument System Engineers.  (If new Symbols of Interest or existing SOIs move, the version's associated Symbol of Interest File [SOIF] is delivered to the SI SEs as well. The SI SEs merge the SOIF with other symbol files and provide it to the HST Project Database Office.)  The SI SEs also develop installation procedures for loading the software onto the spacecraft.  The installation procedures are dry run in the FSW lab, and acceptance tested using the VEST and the SEER.  The Payload team supports the SI SE procedure development and installation testing.

The SI SEs notify HST O&GS project when they have completed installation testing, and a Flight Readiness Review is scheduled. 

Before the FRR, the HST Level IIIA CCB must approve a CCR authorizing the release of  the new version of the instrument FSW.  The CCR submission process is online at 

         http://hst-cops.hst.nasa.gov:443/ccminit1.htm
Since the HST O&GS FSW/Support Systems Manager is an HST CCB member, he/she must sponsor the CCR.  

At the FRR the SI FSW team presents an overview of the changes that they made and the tests run to validate them.  An installation is scheduled, and the payload team supports the installation and turnon and any required on-orbit verification of the changes.

For each release, delivery documentation is produced to describe the release contents.  This includes a delivery tape and a Version Description Document.

For each release, a Test and Integration Binder is developed.  It includes the detailed  documentation for each development phase.  See Products below for specific items that are included.

4.2.1.1.2 Products associated with phases

Phase Name
Products
Recipient/Repository
Responsibility

Requirements
Software Change Requests
P/L web page (and CCB recording secretary)
SI FSW team


CCB meeting minutes
P/L web page
SI FSW team

Design
Design memoranda if any
T&I Release Binder
SI FSW team

Implementation
New/updated source code
CM account (hardcopy is also included for reference in the Binder)
SI FSW team


Code review package
T&I Release Binder
SI FSW team


Completed review forms
T&I Release Binder
SI FSW team

Unit Test
New build test image




Unit test plans
CM account (also in T&I Release Binder)
SI FSW team


Unit test procedures
CM acct and Binder
SI FSW team


Unit test results
CM acct and Binder
SI FSW team


Unit test driver code
CM acct and Binder
SI FSW team

Image Verification
Differences between ground reference image and new image
T&I Release Binder
SI FSW team


Differences between s/c memory dump and new image
T&I Release Binder
SI FSW team


Symbol of interest differences
T&I Release Binder
SI FSW team


Difference load profiles, includes load sizes, number of segments, load data
CM account and T&I Release Binder
SI FSW team

Bench Integration and Test
Test matrix (SCRs to test cases)
CM account and T&I Release Binder
SI FSW team


Bench test setup for EDAC RAM load
CM acct and Binder
SI FSW team


Test procedures
CM acct and Binder
SI FSW team


Procedure results (dump reports, logic analyzer data, event and page snap listings)
T&I Release Binder
SI FSW team

Backout Test Procedure
Procedures to remove the release from the spacecraft
CM account and T&I Release Binder
SI FSW team


Procedure results (same as for bench I&T)
T&I Release Binder
SI FSW team

System Tests
Test procedures
CM account and T&I Release Binder
SI FSW team


Test procedure results
T&I Release Binder
SI FSW team

Regression Test
Test procedures
CM account and T&I Release Binder
SI FSW team


Command Timeline Report
T&I Release Binder
SI FSW team


Test procedure results
T&I Release Binder
SI FSW team

Installation and Deinstallation Tests
Dry run of Ops on-orbit installation and deinstallation procedures
N/A
SI SEs


Test procedure results
T&I Release Binder
SI FSW and SI SEs

Delivery
Version Description Document
HST FSW Manager, CM account
SI FSW team


DelivTape.doc
SI FSW Lead, CM account
SI FSW team






4.2.1.2 Development methodology

4.2.1.2.1 Methodology

The SI FSW subteam follows traditional software lifecycle methodology for development and maintenance efforts.  The steps in the methodology are addressed in the previous section.

4.2.1.2.2 Development environment -- target machines and programming languages

The target machines for the products are the NICMOS Control Section (CS) processor and the STIS CS and MAMA Interface Electronics (MIE) processor--all Intel 80386s.  Most of the FSW is written in the C language, but some low-level routines (e.g., interrupt service routines) are written in assembly language.

Each development team member has a desktop processor for development using the COTS tools described below.  The controlled versions of the FSW are kept on a Unix platform, using the Source Code Control System (SCCS) utility.  SCCS allows each developer to "check out" modules to be changed and "check in" completed code.  The developers work independently through unit test, then a test image is built by the designated team configuration manager for use in subsequent testing.

The test environment consists of a ground segment and flight segment.  The functions of the ground segment are to provide a user interface for simulated spacecraft commands and telemetry and a test results archive.  The software and hardware in the ground segment model the HST control center software and hardware.  

The functions of the flight segment are to simulate the HST SI C&DH and instrument for which software is being developed.  The SI C&DH in the testbed is simulated by the Science Instrument Test System (SITS).  (The ESTIF lab SI C&DH hardware can also be used in SI FSW tests, rather than the SITS, and sometimes is.)  Each instrument has a simulator (bench) which was funded by HST Project in parallel with the development of the instruments.  The Ball bench developers worked closely with instrument hardware and software teams to develop a high fidelity testbed through which confidence in the correct operation of the software could be achieved prior to its installation on the instrument.  When the FSW maintenance was transitioned to the Payload team, a bench for STIS and one for NICMOS were delivered to the payload lab.  The benches contain ground equivalent models of the main electronic box (MEB) for each instrument, with flight-like boards containing 80386 processors.

The STIS bench uses software running on PCs to provide the necessary simulation of the mechanisms and detectors in the real STIS.  The NICMOS bench simulation is provided via custom hardware developed by Ball.  Both benches are designed so that the In-Circuit Emulator (ICE) chip can be used on the processor board for unit tests.

4.2.1.2.3 Utilized standards

The NICMOS Ball-developed code is used as the example to be followed in coding; there is no written coding standard in use.

4.2.1.2.4 Utilized COTS products and tools associated with building the products

All processors use the Intel iRMK realtime kernel.  For the NICMOS CS and STIS MIE processors, the team uses the Intel C Compiler and Assembler, Binder, Builder, Mapper, Librarian, and Object-to-Hex Converter.  For the STIS CS, the Pharlap linker is used instead of the equivalent Intel products.  For all processors, the team uses a Kontron In-Circuit Emulator in testing.

As noted in the Development Environment section above, the Unix utility SCCS is used to support configuration control and management of the software.

4.2.1.2.5 Build strategy

New FSW versions are provided in response to HST Project and STScI requirements. The STScI prioritizes changes with respect to their criticality for correct and efficient science operations of the telescope.  The payload team and the HST O&GS project develop a release schedule based on the available resources.

4.2.1.2.6 Product inspection and test approach

See software development phases above for code inspection and testing.

4.2.1.2.7 Acceptance criteria and objectives

The test procedures are developed to cover the requirements for the new or changed modules and to regression test existing code to assure that it still operates correctly.

4.2.1.2.8 Reviews planned

See software development phases above for requirements, design, and flight readiness reviews.  See also implementation and test phases above for code inspection and testing.

4.2.1.2.9 Incoming inspection and test

No inspection other than kind, count, and condition of purchased products is planned.

4.2.1.3 Control of test equipment

The testbed hardware and software used in developing the Payload team products resides in keycard controlled areas at GSFC.  Its controlling organization is the FSW Branch Computer Control Group.  CCRs are written to document changes in the hardware configuration, operating system configurations, and ground system and data base versions.

COTS test equipment (such as logic analyzers) is controlled by the Branch and covered by the GSFC process for calibration of test and measurement equipment.

4.2.2 Process for transportation, identification, and medium of product

The HST Vision 2000 upgrade to the control center has defined a process for the delivery of FSW products from the development labs to the control center.  This process includes an electronic Product Notification Message (PNM), originated by the developer.  The content of the PNM identifies what product is to be transferred to the operational string.  The control center then “pulls” the product from the development facility into the control center.

4.2.3 Technology and commercialization plan

There is no technology and commercialization plan at this time.

4.2.4 Servicing -- Process for product maintenance

Since the process defined above is for maintenance on an existing system, please see process Phases above.

In addition to on-going development effort, if payload on-orbit anomalies are detected by the flight operations team, they notify the SI SEs.  If the SEs judge that FSW support is needed, they notify the team lead, deputy, and/or sublead for the affected system. If requested, the Payload team supports the anomaly investigation team by analyzing memory dump or other data collected by the FOT.  They investigate any error messages that were received in the control center, and analyze the code that generated them.  They may recommend procedures for anomaly recovery, and they support meetings in which the analyses and options are presented to project management personnel.

4.3 MASIS Software

The Monitor and Science Instrument Simulator (MASIS) is a second generation science instrument simulator used by the NSSC-1 development team to provide a realtime data source (telemetry) and sink (command) to enable the NSSC-1 software to operate as though it were actually interacting with the science instruments.  It also monitors, time stamps, and logs the SI C&DH Supervisory and Reply Bus traffic, allowing the team to verify communications content and timing between the NSSC-1 and the SIs.  MASIS is distributed over three processors, a VAX 4000/400 and two Intel 8086 single board computers.  The 8086s are embedded within the Command and Engineering Data Interface (C&ED) and the Science Data Interface (SDIF), two custom boxes.  The C&ED and SDIF communicate with the VAX via standard Digital Equipment Corp. 16-bit parallel interfaces.  The C&ED emulates up to six Remote Interface Units (RIU) through which SIs are controlled.  The SDIF simulates the science data lines from the SIs and obeys the six-signal protocol defined for SI to SDF communications.

The code residing in the C&ED and the SDIF has not changed in several years and is not expected to change, due to the fixed interface between the SI C&DH and the SIs.  New instrument telemetry definitions are accommodated by downloadable telemetry tables in the C&ED.  These tables are created from HST Project Database (PDB) records by a MASIS off-line utility program.

The VAX software is implemented in Ada, and can be changed if necessary.  It also includes data structures built by off-line utilities using PDB files for both telemetry and command.  MASIS was built to support both the development of NSSC-1 flight software and simulations of science instruments in the VEST.  MASIS software models were built for WF/PC-2 and COSTAR, and these are occasionally used in ground system tests when a more high fidelity simulation of WF/PC-2 or COSTAR than the HST simulator can provide is required.*   A much more common use of MASIS in the VEST is as a bus monitor only.  

4.3.1 Software development plan

The MASIS software was built in accordance with CSC's SSDM.  There were several builds, each with its set of requirements and design reviews.  There are currently no plans for any major changes to the MASIS software.  Since the maintenance for MASIS is being done by CSC, it has already been audited for ISO compliance by CSC.  CSC also maintains a MASIS Discrepancy Report (DR) database.

4.3.1.1 Major activities that are to be performed

For payload telemetry and command changes in the HST PDB, the MASIS off-line utilities are used to create new data structures for the C&DH and VAX software.  There are no other activities being performed except in response to DRs.

4.3.1.2 Development methodology

4.3.1.2.1 Methodology

Due to the small size of the MASIS effort and infrequency of changes an informal methodology is followed.  This methodology is documented by CSC and has been audited and approved for ISO compliance.

4.3.1.2.2 Development environment -- target machines and programming languages

There are four MASIS units, two in Building 29 and two in ESTIF.  One of the units in ESTIF is designated the development system.  It houses the controlled version of the VAX software, managed by the DEC product CMS, and the Ada compiler and development environment.  The VAX software is written in Ada.

The C&ED and SDIF software were developed on an HP system containing the cross-assembler, cross-compiler, and cross loader for the 8086 single board computers.  The configured source code still resides on this machine.  The C&ED software is written in 8086 assembly language.  the SDIF software is written mostly in C with some 8086 assembly language code.

4.3.1.3 Incoming inspection and test

No inspection other than kind, count, and condition of purchased products is planned.  There are currently no MASIS-related purchases planned.

4.3.1.4 Control of test equipment

The hardware and software used in developing the MASIS software resides in keycard controlled areas at GSFC.  Its controlling organization is the FSW Branch Computer Control Group.  CCRs are written to document changes in the hardware configuration, operating system configurations, and ground system and data base versions.

4.3.2 Process for transportation, identification, and medium of product

CSC provides delivery letters with each new version of the software, identifying the associated files.  The software can be installed from TK50/70 magnetic tapes or via the LAN.

4.3.3 Technology and commercialization plan

There is no technology and commercialization plan for MASIS.

4.3.4 Servicing -- Process for product maintenance

A Discrepancy Reporting (DR) system is currently being implemented on the Payload FSW team web server.  It will be similar in functions and format to the SCR system being used to track FSW changes, and will allow users in the FSW and VEST labs to enter DRs.

4.4 VAP Software

The Verification and Acceptance Program (VAP) was the name given to the original integration of the science instruments with the SI C&DH, prior to the integration of the payload with the spacecraft.  The VAP Ground System software was written for a PDP 11/70 processor running RSX-11M and the 930R control center system, and was used to test the integrated payload.  Since the HST Payload communicates with the ground system through the SSM side of the spacecraft, a custom SSM Simulator rack was included in the configuration when testing.

The VAP software was rehosted from the PDP to a VAX/VMS system and the 930R control center software interfaces replaced with interfaces to the HST PRS system by the Flight Software Systems Branch in the early 1990s.  When HST Project began the effort to replace PRS with CCS, a study was made to determine the preferred migration method for VAP.  Several options were considered, including replacement of the SSMS hardware and migration of the VAP software to an Intel-based processor or a Unix platform.  The decision was made to make evolutionary changes instead, retaining the VAX as the SSMS interface, but reengineering the VAP software to clean up the interfaces to the control center software.  Once a migration strategy and an architecture were decided on, development of the rehosted system began.

4.4.1 Software development plan

4.4.1.1 Describe major activities that are to be performed

The major activities that are performed are:  requirements specification, design, implementation, testing, and installation support in the target facilities.

4.4.1.1.1 Phases

The existing ESTIF Requirements document (which includes VAP functionality) was used as a starting point, and a new requirements document was drafted and posted on the team web site for review.  (See controlled documents.)

A design review was held in September, 1997, and with approval from the flight software developers and HST O&GS Project, implementation began.  Two builds were defined--the first including functions such as the command and telemetry passing to/from the simulated flight segment, and the second concentrating on offline functions such as archiving and post-test report generation.  These two large deliveries were later restructured into several smaller releases.  See § 4.4.1.2.5 below for the release schedule.

Once implemented, components are peer reviewed, unit tested, then integrated into a test version.  An acceptance test plan was developed to cover the VAP requirements, and test procedures implemented and run.  Since the CCS to which VAP interfaces is undergoing parallel development, when new releases of CCS are received, VAP regression tests are executed.

Support to facilities in which VAP is installed includes documentation in the form of a User's Guide, deployment of the software, installation testing to confirm operability, and trouble-shooting if necessary.

4.4.1.1.2 Products associated with phases

Phase Name
Products

Requirements
Requirements Document

Design
Design Review

Implementation
New/updated source code


Code review package


Completed review forms

Unit Test
New build test image


Unit test driver code

Integration Tests
Test procedures

Test procedure results

System Tests
Test procedures


Test procedure results

Regression Test
Test procedures


Test procedure results

Delivery
Delivery letter


Software backup tape

4.4.1.2 Development methodology

4.4.1.2.1 Methodology

VAP reengineering is being carried out in accordance with CSC's SSDM, and has been audited at CSC for ISO compliance.

4.4.1.2.2 Development environment -- target machines(s) and programming languages

The VAP reengineered software is being written in the C and Fortran languages to run on a Digital Equipment Corp. VAX platform under the Open VMS operating system.  The development system and CM server are located at CSC's Greentec IV facility where the developers have their offices. 

There are three systems that receive the delivered VAP products: ESTIF2 (GSFC Building 14/W20), VESTSD (part of the VSTIF string in Building 29/100), and ESTIF1 (currently in Building 29/100, operating as part of the CHEST string, to be returned to Building 14/E15D prior to HST SM3B).

4.4.1.2.3 Utilized Standards

The standards are based on the CSC SSDM standards and described in the VAP ISO procedures document.

4.4.1.2.4 Utilized COTS products and tools associated with building the products

There are no COTS products used except normal operating system software and compilers, and the DEC MMS/CMS package is used in configuration control and management.

4.4.1.2.5 Build Strategy

The rehost of the VAP software was divided into builds which placed the functions needed for bringing up the simulation (e.g., on-board computer memory load and dump) and most critical realtime functions (e.g., command transmission, telemetry receipt) in the first delivery.  The chosen functions were also those for which the CCS interfaces were first in place.

Later builds added additional functionality such as test archive management.  The table below summarized the VAP build schedule.  Since CCS resource priorities are directed at operations needs first, certain areas have lagged in the test facility deliveries; consequently, scheduling for VAP has been challenging.   As the two packages have been developed in parallel, one of the VAP lead's responsibilities is to document issues with CCS in their change request tracking system known as MUGSy.

Release Number
Release Date

Build 1
April, 1998

Build 2
November, 1998

Build 3
December, 1998

Build 4
April, 1999

Build 5
July, 1999

Build 6
August, 1999

Build 7
TBS

4.4.1.2.6 Product Inspection and Test Approach

The VAP software lead reviews products for adherence to SSDM standards.

The philosophy guiding VAP test planning has been to develop procedures that cover each functional area needed to support NSSC and SI software testing in the lab.  The test suite purpose is to confirm that the new ground system is ready for use by the ESTIF/VSTIF user community.

New releases are first tested in ESTIF, then deployed to VSTIF and CHEST.  This is also the preferred test path for new releases of CCS, but sometimes new CCS releases are deployed to one of the other systems prior to ESTIF, so regression tests are then run at the first available facility.  The VAP lead works closely with the CCS Test Facility Deployment Team to coordinate regression tests with CCS, and to understand the implications of new features. 

4.4.1.2.7 Acceptance criteria and objectives

The VAP rehost test plan is documented at


http://hstplsrv.gsfc.nasa.gov/payload1/vap/tests/integration.html
4.4.1.2.8 Reviews planned with associated membership identified

The requirements and design phases of the development have been completed.  The only future review expected is an operational readiness review.  This review will establish that the implementation has met the requirements for use in development and delivery of FSW products.

The membership of the ORR shall include representatives from HST FS&S and O&GS, CHAMP/MOSES systems management and SI system engineering, and HST FSW Test Facilities Manager, Payload flight software subleads, and the Payload Lead, Deputy, and Lead Engineer.

4.4.1.3 Incoming inspection and test

No inspection other than kind, count, and condition of purchased products is planned.  There are currently no VAP rehost related purchases planned.

4.4.1.4 Control of test equipment

The hardware and software used in the VAP rehost development resides in secure computer room areas at the CSC Greentec IV facility.  The target machines are in keycard controlled areas at GSFC.  The controlling organization is the FSW Branch Computer Control Group.  CCRs are written to document changes in the hardware configuration, operating system configurations, and ground system and database versions.

4.4.2 Process for transportation, identification, and medium of product

CSC provides delivery letters with each new version of the software, identifying the associated files.  Each release has a unique version number, documented in the delivery letter.  The software is installed via the LAN.

4.4.3 Technology and commercialization plan

There is no technology and commercialization plan for VAP.

4.4.4 Servicing -- Process for product maintenance

The system for entering and tracking VAP Change Requests is implemented on the Payload team web page at: 

          http://hstplsrv.gsfc.nasa.gov/payload1/vap/UTIL/vapcr.html

This system is available to all users of the software.  The VAP lead prioritizes CRs and schedules them for a release.

4.5 SICADS Software

The Science Instrument Command and Data Simulator software is a product provided to LMMS (formerly IBM Federal Systems) for simulation of the HST SI C&DH in the Science Instrument Test System (SITS).  Currently, there are no major development efforts being planned for SITS that require changes to SICADS.  The LMMS SITS team has their own Program Trouble Report (PTR) tracking system, and notifies the SICADS team if their software has had a PTR written against it.  There is a weekly telecon held including LMMS SITS, SICADS developers, and instrument development customers.  (As noted above in the NICMOS and STIS FSW sections, a SITS system is used in NICMOS and STIS development.)

4.5.1 Software development plan

4.5.1.1 Describe major activities that are to be performed

Since SICADS is a system in its maintenance phase, the only activity that is currently being performed is to respond to PTRs as discussed in the previous section.  The software change is implemented, tested, then delivered to LMMS for regression testing and inclusion in a new release or patch set.

4.5.1.2 Development methodology

4.5.1.2.1 Methodology

SICADS software updates are made in accordance with CSC's SSDM.

4.5.1.2.2 Development environment -- target machines(s) and programming languages

The SICADS software runs on an IBM RS6000 workstation, and is developed on the same platform.  It is written in C and FORTRAN.

4.5.1.2.3 Product inspection and test approach

The SICADS software lead reviews products for adherence to SSDM standards.  Changes are tested in ESTIF, then provided to LMMS.

4.5.1.2.4 Reviews planned with associated membership identified

There are no reviews planned.

4.5.1.3 Incoming inspection and test

No inspection other than kind, count, and condition of purchased products is planned.  There are currently no VAP rehost related purchases planned.

4.5.1.4 Control of test equipment

The hardware and software used in the SICADS maintenance resides in  keycard controlled areas at GSFC.  The controlling organization is the FSW Branch Computer Control Group.  CCRs are written to document changes in the hardware configuration, operating system configurations, and ground system and database versions.

4.5.2 Process for transportation, identification, and medium of product

Electronic mail delivery notifications are provided to LMMS which identify the location of the electronic version of the new software.  Then LMMS "pulls" the software into their CM accounts.

4.5.3 Technology and commercialization plan

There is no technology and commercialization plan for SICADS.

4.5.4 Servicing -- Process for product maintenance 

See above discussion.

5. Product Assurance

This section describes the processes and procedures that will be followed in order to assure that the product developed satisfies the customer’s requirements.  The PDT Deputy Lead has responsibility for overall product assurance, and works closely with the subteam leads to ensure that requirements are met and that quality records are properly maintained.

5.1 Assumptions and Constraints

Requirements for product assurance are derived from the requirements defined by the HST O&GS Project.  Nonconformance and anomaly reporting, corrective and preventive actions, and control of records and documents are constrained by the overall HST Project, and specifically O&GS Project, requirements for same.

5.2 Quality Assurance

5.2.1 Control of nonconforming products

5.2.1.1 Flight Software

If HST operations staff suspect that an on-orbit anomaly is due to flight software installed on board the spacecraft, a Hubble Space Telescope Anomaly Report (HSTAR) is written, and entered into the HSTAR database. This database is controlled by the HST O&GS project.  Similarly, for anomalies detected in VEST testing, a Test System Anomaly Report (TSAR) is entered into the HST FS&S Project TSAR database.  In either case, the flight software team investigates, and if the preliminary analysis is correct, an SCR is written for the appropriate subsystem software.  See 441-WI-5340.2.1, "Non Conformance Reporting for HST Operation" and 441-WI-5340.2.2, "Non Conformance Reporting for HST Test Operation" (both currently in draft form) for details on the HST project process for control of nonconforming products and how it interfaces to the GSFC NCR system.

If a nonconformance is discovered in the on-orbit flight software, but no anomaly is associated with it, an SCR is written against the appropriate subsystem software.  If the nonconformance could endanger the health and safety of the HST payload, an emergency CCB is convened, and a plan of action developed.  This plan would include providing a patch to the flight software as quickly as possible.  For less critical nonconformances, the usual CCB process would be used to determine the action to take and to schedule the change.  In either of these cases, an HSTAR would be generated to document to HST operations that the installed flight software has a change pending.

5.2.1.2 Ground Test and Support Software

For ground test and support software, if a nonconformance is discovered in the software, a Change Request (VAP), Discrepancy Report (MASIS), or Program Trouble Report (SICADS) is written against the appropriate subsystem.  For nonconformances that could lead to customer problems, immediate notification is provided to users.  For other nonconformances, the usual maintenance process discussed in the Technical Approach section above is followed.

5.2.2 Corrective and preventive action 

The purpose of the test processes documented in the preceding Technical Approach sections is to prevent the delivery of nonconforming products.  In the event that non-conformance of a product is detected after its delivery, the nonconformance is documented as outlined in § 5.2.1 above.  When a problem found, it is analyzed, and the risks presented by the product are determined.  

In the case of delivered (operational) flight software, the O&GS Project and the STScI participate in the analysis and risk assessment.  The risk is characterized as (1) presenting a danger to the health and safety of the observatory, (2) contributing to (potential) loss of science observations, or (3) requiring ground system work-arounds or additional ground system science processing.  A nonconformance that could endanger the health and safety of the telescope or one of its instruments is given the highest priority and all appropriate resources are immediately allocated to correcting it.  Risks that could lead to loss of science data are treated as second priority.  Those nonconformances that only involve inefficiencies in data processing or which can be avoided by ground system workarounds are generally addressed within the normal development process.  In any case, the redelivery of a corrected product follows the development processes outlined above, in particular, peer reviews of code and test procedures, and a Flight Readiness Review prior to installation.  The HST O&GS Mission Operations Manager, after consultation with the STScI (and if necessary the O&GS Project Manager and the HST Project Manger),  makes the final decision as to whether a spacecraft installation should proceed.

There is a special case when flight software has been delivered for ground system testing in preparation for a Servicing Mission, but not installed on orbit.  If a nonconformance found in this circumstance could present a risk to the health and safety of flight assets in the test program, the Payload PDT lead shall recommend an immediate standdown in any testing using the product.  This notification shall be made to the O&GS Servicing Mission Operations Manager.  Otherwise, standard procedures for tracking NCRs are followed.

In the case of ground system or simulator software, the payload PDT carries out an internal assessment of the seriousness of the error.  External users (i.e., the VEST or SITS project) are notified and the software is redelivered on a mutually agreed-to schedule.

5.2.3 Control of quality records

The team lead is the quality records custodian for team-wide quality records.  The subteam leads are the quality records custodians for their quality records.  See Appendix A of this document for the quality records lists.  Control of the quality records list is the same as the control of this document.

5.2.4 Control of documents and data

This document shall be the governing document for control of documents and data that relate to the quality system for the HST Payload FSW team.

5.3 Configuration management

Each Payload FSW subteam has a configuration management process for its products.   These processes differ in their details, but have the following characteristics in common:  

· the delivered products are segregated in a password protected area from work in process,

· products can only be added to the set of delivered items by a designated person (owner),

· products in the integration or system testing phase are segregated in a password protected area from products in developers' areas,

· products can only be added to the integration test library by a designated person, and

· automated check-out/check-in software tracking prevents simultaneous updates by multiple developers.

5.3.1 Identification and traceability of products

As documented in the quality records matrices in Appendix A of this document, a delivery letter for each version of each product becomes a quality record.  For the FSW products, a Version Description Document must be attached to the delivery letter; the VDD documents changes included in the release and dependencies (e.g., compatibility with HST Project Data Base/Project Reference Data, or operations restrictions).  For the ground software products, the body of the delivery letter documents changes since the last release, any known outstanding SCRs, and dependencies.

5.3.2 Control of customer supplied elements  

The HST Project supplies several elements critical to the development of the HST Payload FSW team's products.  These include hardware and software elements listed below.

Customer supplied hardware:

· HST NSSC-1 Ground Equivalent Model hardware rack

· HST Control Unit/Science Data Formatter (engineering equivalent and breadboard models)

· Support Systems Module Simulator Rack

· NICMOS Software Bench

· STIS Software Bench

· CCS hardware strings (SGI, Sun, and Intel-based equipment)

· SITS hardware string (VAX and IBM processors)

The first level of control of customer supplied hardware is to house it in keycard-protected areas, thereby restricting physical access.  The second level of control is to track discrepancies and changes to hardware via the Branch Computer Control Group and the Payload team's on-line hardware discrepancy reporting system as documented in previous sections.

Customer supplied software and databases:

· NSSC-1 developer tool set (Cross Assembler, Loader, Code Simulator)

· STIS and NICMOS tool sets

· PRS (old HST control center software)

· CCS (new HST control center software)

· Project Database, Project Reference Data

Customer supplied software is controlled by loading it into restricted accounts, which are password protected.

5.3.2.1 Verification of customer supplied products

The Payload FSW team does not attempt independent verification and validation of customer supplied products. The products used by the NSSC-1 team have been in use for many years without change.  The products used by the SI FSW team were used by the science instrument developers at Ball Aerospace.  Since the instrument benches are not perfect emulators of the complete instrument, restrictions and shortfalls are documented as part of the delivery and training process.

5.3.2.2 Procedures for documenting lost, damaged, or erroneous products

Lost or damaged government owned property is reported in accordance with normal GSFC lost property procedures.  If it is determined that a customer supplied product operates erroneously, appropriate action is taken depending on the product.  For software and database products maintained by other HST groups outside the Payload team, the process for reporting nonconformances put in place by that group is used.  For commercial hardware and software, the CSOC contract is used to obtain the required maintenance services.  For spacecraft element simulation hardware, the CHAMP contract is used.

6. Plan Update History

Date
Change Description
Affected Pages

June 9, 1999
Baseline Product Plan
All pages are new





7. Appendix A.  Quality Records 

The following pages document the HST flight software team's quality records.  It is subdivided into several sections, corresponding to the overall team records (including, e.g., this Product Plan), and sections for each of the development subteams whose processes were documented in § 4.  The Quality Records Custodian for each area is shown in the table below.

Area of Responsibility
Name
Organization
Telephone

Overall team
Jan Owings
GSFC/582
301.286.6450

NSSC-1 FSW
Dennis Garland
CSC/FSW Dept
301.794.2950

SI FSW
Bev Serrano
Raytheon ITSS/CHAMP
301.286.0624

VAP Software
Abby Siegel
CSC/FSW Dept
301.794.2973

SICADS SW
Abby Siegel
CSC/FSW Dept
301.794.2973

MASIS SW
Bob Koehler
CSC/FSW Dept
301.794.2956

Custodian Approval_____________________

HST PAYLOAD FLIGHT SOFTWARE QUALITY RECORDS MATRIX

Sheet  1 of 6

Process
Quality Record Title/Number
Responsible for Completion
File 

Location
Retention 

Period

Management Responsibility
Org Chart
Jan Owings/582


Team Product Plan
N/A

Management Review and Reporting
Quarterly Reports
Jan Owings/582


http://hstplsrv.gsfc.nasa.gov/~jowings/quarterly.html
1 year

Identification and Traceability of Products
NSSC-1 and Science Instrument FSW Delivery Letters
Jan Owings/582
Jan Owings

Bldg 3/227
End of Project

Corrective and Preventative Action
NSSC-1 and Science Instrument FSW Software Change Requests
Michelle Troeltzsch/LMTO
http://hstplsrv.gsfc.nasa.gov/
and choose "Software Change Requests"
End of Project

Corrective and Preventative Action
MASIS Discrepancy Reports
Robert Koehler/CSC


http://hstplsrv.gsfc.nasa.gov/payload1/MASIS/UTIL/masisdr.html  (requires password)
End of Project

Custodian Approval_____________________

HST PAYLOAD FLIGHT SOFTWARE QUALITY RECORDS MATRIX

NSSC-1 FLIGHT SOFTWARE SECTION

Sheet  2 of 6

Process
Quality Record Title/Number
Responsible for Completion
File 

Location
Retention 

Period

Inspection and Test Status
Unit Test Plans
Dennis Garland/CSC
FSW2::ST$NSSC:[STNSSC1.FLIGHT.SHIP], ...TEST], ...TEST_BL72]
Until version is replaced on orbit, or end of project

Inspection and Test Status
Acceptance Test Procedures
Dennis Garland/CSC
FSW2::ST$NSSC:[STNSSC1.FLIGHT.SHIP], ...TEST], ...TEST_BL72]
Until version is replaced on orbit, or end of project

Custodian Approval_____________________

HST PAYLOAD FLIGHT SOFTWARE QUALITY RECORDS MATRIX

SCIENCE INSTRUMENT FLIGHT SOFTWARE SECTION

Sheet  3 of 6

Process
Quality Record Title/Number
Responsible for Completion
File 

Location
Retention 

Period

Inspection and Test Status
NICMOS Release information
Bev Serrano/Raytheon
http://hstplsrv.gsfc.nasa.gov/payload1/NICMOS/nicmos.html
Until software is superseded on orbit, or end of project

Inspection and Test Status
STIS Release Information
John Thomas/Raytheon
http://hstplsrv.gsfc.nasa.gov/payload1/STIS/inspection.html
Until software is superseded on orbit, or end of project

Inspection and Test Status
Test and Integration Release Binder
Bev Serrano/Raytheon
Bev Serrano/GSFC Bldg 3, Rm 228
Until software is superseded on orbit, or end of project

Establishing Customer Requirements
NICMOS CCB Meeting Minutes
Cathy Homens/ATSC

CCB Recording Secretary
Cathy Homens

GSFC/Bldg 14 Rm N294
Until software is superseded on orbit, or end of project

Establishing Customer Requirements
STIS CCB Meeting Minutes
John Thomas/Raytheon
http://hstplsrv.gsfc.nasa.gov/payload1/STIS/ccbmins/
Until software is superseded on orbit, or end of project

Custodian Approval_____________________

HST PAYLOAD FLIGHT SOFTWARE QUALITY RECORDS MATRIX

MASIS SOFTWARE SECTION

Sheet  4 of 6

Process
Quality Record Title/Number
Responsible for Completion
File 

Location
Retention 

Period

Identification and Traceability of Products
MASIS Software Delivery Records
Bob Koehler/CSC
W *Drive MASIS
Contract closeout + 3 years

Custodian Approval_____________________

HST PAYLOAD FLIGHT SOFTWARE QUALITY RECORDS MATRIX

VAP SOFTWARE SECTION

Sheet  5 of 6

Process
Quality Record Title/Number
Responsible for Completion
File 

Location
Retention 

Period

Identification and Traceability of Products
VAP Software Delivery Letters
Abby Siegel/CSC
W *Drive VAP\deliver
Contract closeout + 3 years

Inspection and Test Status
VAP Integration Test Logs
Abby Siegel/CSC
W *Drive VAP\tests
Contract closeout + 3 years

Inspection and Test Status
VAP Test Review History
Abby Siegel/CSC
W *Drive VAP\tests\review.doc
Contract closeout + 3 years

Custodian Approval_____________________

HST PAYLOAD FLIGHT SOFTWARE QUALITY RECORDS MATRIX

SICADS SOFTWARE SECTION

Sheet  6 of 6

Process
Quality Record Title/Number
Responsible for Completion
File 

Location
Retention 

Period

Inspection and Test Status
SICADS Inspection and Certification Forms
Abby Siegel/CSC
CSC GreenTec IV, Rm S882, File cabinet
Contract closeout + 3 years

Inspection and Test Status
SICADS Integration Test Logs
Abby Siegel/CSC
W *Drive SICADS\itplans\reeng\*.doc
Contract closeout + 3 years

Inspection and Test Status
SICADS Inspection Tracking Info
Abby Siegel/CSC
W *Drive SICADS\standard\inspctns.doc
Contract closeout + 3 years

Identification and Traceability of Products
SICADS Delivery Letters
Abby Siegel/CSC
W *Drive SICADS\delivery\*.doc
Contract closeout + 3 years

8. List of Acronyms

ACS
Advanced Camera for Surveys

AIS
Automated Information System

AURA
Association of Universities for Research in Astronomy

C&ED IF
Command and Engineering Data Interface

CCB
Configuration Control Board

CCR
Configuration Change Request

CCS
Control Center System

CDRL
Contract Data Requirements List

CHAMP
Consolidated Hubble Associated Mission Products

CHEST
Cooling Hardware Environment System Testbed

CM
Configuration Management

CMS
Code Management System

COSTAR
Corrective Optics Space Telescope Axial Replacement

COTS
Commercial Off the Shelf

CS
Control Section

CSC
Computer Sciences Corp.

CSOC
Consolidated Space Operations Contract

CU/SDF
Control Unit/Science Data Formatter

DEC
Digital Equipment Corp.Report

DR
Discrepancy Report

EEPROM
Electronically Erasable Read Only Memory 
ESTIF
Extended Software Test and Integration Facility

FOT
Flight Operations Team

FRR
Flight Readiness Review

FMD
Facilities Management Division

FS&S
[HST] Flight Systems and Servicing Project, Code 442

FSW
Flight software

FTP
File transfer protocol

GSFC
Goddard Space Flight Center

HAR
HST Anomaly Report (used by Code 442)

HST
Hubble Space Telescope

HSTAR
HST Anomaly Report (used by Code 441)

IBM
International Business Machines

IDT
Instrument Development Team

ISC
Information Systems Center, Code 580

ISO
International Standards Organization

LAN
Local Area Network

LMMS
Lockheed Martin Mission Systems

MAMA
Multi-Anode Microchannel Array

MASIS
[SI C&DH] Monitor and Science Instrument Simulator

MEB
Main Electronics Box

MIE
MAMA Interface Electronics

MOSES
Mission Operations, System Engineering, and Software [contract]

NASA
National Aeronautics and Space Administration

NICMOS
Near Infrared Camera and Multi-Object Spectrometer

NSSC-1
NASA Standard Spacecraft Computer -I.  The payload control computer in HST

O&GS
[HST] Operations and Ground System Project, Code 441

PDB
Project Database

PDL
Program Design Language

PDT
Product Development Team

PI
Principal Investigator

P/L
Payload

PNM
Product Notification Message

POCC
Payload Operations Control Center

PORTS
POCC Operations Real-Time Support

PRS
PORTS Refurbishment System

PTR
Program Trouble Report

QUEEN
Quick Uplink Expandable Executable for NSSC-1

RAM
Random Access Memory

RIU
Remote Interface Unit

SCCS
Source Code Control System

SCR
Software Change Request

SDF
Science Data Formatter

SDIF
Science Data Interface

SEER
Systems Engineering and Evaluation Room

SGI
Silicon Graphics Inc.

SI(s)
Science Instrument(s)

SI C&DH
Scientific Instruments Control and Data Handling Subsystem.  Includes the CU/SDF and NSSC-I

SI/PL Sim
Science Instrument/Payload Simulator

SICADS
Science Instrument Control and Data Handling Software Simulator.  The s/w model of the NSSC-I in SITS

SI SE
Science Instrument System Engineer

SITS
Science Instrument Test System.  The GSE provided by HST project for new instrument developers that enables them to test their interfaces to the SI C&DH prior to delivery at GSFC

SM (-2, -3)
Servicing Mission (2nd SM, 3rd SM)

SOIF
Symbol of Interest File

SOMO
Space Operations Management Office

SPS
Small Purchases System

SSM
Support Systems Module

SSMS
Support Systems Module Simulator

STIS
Space Telescope Imaging Spectrograph

STScI
Space Telescope Science Institute

T&I
Test and Integration

TSAR
Test System Anomaly Report

V2K
Vision 2000 (HST's process reengineering project)

VAP
Verification and Acceptance Program (originally the process through which the science instruments were integrated into the HST Payload.  Now usually used to refer to software first developed in that period, but rehosted to more modern processors for use in NSSC-1 flight software development)

VEST
Vehicle Electrical Systems Test [facility]

VSTIF
VEST Software Test and Integration Facility

WF/PC
Wide Field/Planetary Camera

Elaine Shell


Head


FSW Branch





Betsy Beyer


HST O&GS


FSW/SS Mgr





Jan Owings


Payload FSW


PDT Lead





Brian Rehm


HST FSW Test Facilities Manager





Michelle Troeltzsch


Payload FSW


Deputy Lead





Bob Koehler


Payload FSW


Lead Engineer





Rob Lampereur


New Instrument


FSW (Colocated at Ball Aerospace)





Bev Serrano


Instrument FSW


Maintenance





Dennis Garland


NSSC-I FSW





Abby Siegel


CCS Transition





Abby Siegel (acting)


SICADS Maintenance








* STIS, NICMOS, and ACS have test benches developed that simulate the SIs with much more fidelity than MASIS could provide.  Given the complexity of current and future instruments, it would be unrealistic to attempt to write a software model.
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